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Overview: 

What is Artificial intelligence? 

How might it be helpful in medicine? 

What are the current advances in thoracic imaging with the help of AI? 

How accurate is it? 

Is it an adjunctive method or will it replace diagnosticians? 



Artificial intelligence 

• AI can be defined as the ability of computers to 

perform task that normally requires human intelligence. 

• Machine learning is a subfield of AI in which statistical 

models are used to learn patterns from data in order to 

accomplish a specific task

• Artificial neural networks (ANNs) are loosely modelled 

on the human brain and consist of multiple layers of 

‘neurons’ that successively process input data until the 

output layer is reached. Deep neural networks are a 

more complex network with usually more than 10 

intermediate layers (DNN). 

Gonem S, Janssens W, Das N, Topalovic M. Applications of artificial intelligence and machine learning in respiratory medicine. Thorax. 2020 May 14;75(8):695–701



AI in medical 
field 

Drug development and design 

Development of precision therapeutic approaches 

Predictive models for specific diseases: PTE, lung cancer, 
coronary artery diseases 

Augmentation of precision in robotic surgery and invasive 
therapeutic procedures 

Interpretation of histopathological imaging 

Interpretation of radiological imaging 

Aiding in medical decision making (holistic approach with all the 
information) 



Fields of pulmonary medicine AI is used in  

• Thoracic imaging for lung nodule detection and ILD classification 

• Prediction of survival or disease progression from histopathological imaging 

• Development of risk prediction models for pulmonary thromboembolism and pulmonary 

hypertension 

• Composite interpretation of pulmonary function tests to predict risk of disease 

progression or exacerbation in obstructive and restrictive lung diseases 
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Computer aided detection 
(CADe and CADx)  

• The computer is fed data regarding ‘what 

is abnormal’ (training) 

• On subsequent instances, on being fed 

raw non-labelled data (images) computer 

predicts parts of the new data that might 

be ‘abnormal’ according to its training 

• Points out such areas of suspected 

abnormality to radiologist 

• Radiologist reviews those areas and 

decide whether they are actually 

abnormal or not  

• Principle: sophisticated pattern recognition 
• Prerequisite: thousands of normal and 

abnormal images labelled 
• Steps: removes bugs, adjusts for variabilities 

of exposure 
• Output: detects abnormalities in imagings 

likely to be missed by human eyes
• Reliability: radiologist/pathologist takes the 

final decision regarding the accuracy of 
detection  



Radiomics: 

• Radiomics generally aims to extract quantitative, and ideally reproducible, information 

from diagnostic images, including complex patterns that are difficult to recognize or 

quantify by the human eye. 

• It can identify with considerable accuracy, the change in size, shape and amount of 

heterogeneity in a tumor that may be missed by human eyes. 

• In a large cohort of patients, it has the ability to identify previously unknown trends of 

disease progression, evolution and response to treatment, which would be impossible 

to be identified by human brain just due to the large size of the data set and 

innumerability of the variables. 





Radiomics features (how they interpret images) 

Statistical:  
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Histogram-based approach 

• These are mainly calculations of 
variances in terms of grayscale 
intensity, deviation (skewedness) from 
the mean and change in that intensity 
at different areas at specified 
distances from ROI (region of interest) 

• These gives the idea of heterogeneity 
inside a tumor, how varied the pixels 
and voxels are inside that tumor 

• A high degree of heterogeneity has 
been shown to be associated with 
higher level of aggressiveness of a 
tumor, progression of disease or 
absence of response to treatment 



Model-based approach 

• This feature analyzes gray-level special information to characterize objects 

or shapes 

• A parameterized model of texture generation is calculated and fitted to the 

ROI, and its estimated parameters are used as radiomic features 

• Fractal analysis yields features in fractal dimensions which reflects the rate 

of addition of structural details with increasing magnification, scale and 

resolution reflecting increasing complexity 

• Lacunarity detects lack of rotational or translational invariance therefore 

giving an idea regarding increasing inhomogeneity 



Transform-based approach

• Fourier, Gabor, and Haar wavelet transforms, analyze gray-level patterns in a different 

space

• Wavelet de composition of an image is possible by applying a pair of so-called 

quadrature mirror filters, a high-pass and a low-pass filter

• High-pass filtering in both directions captures diagonal details

• High-pass filtering followed by low-pass filtering captures vertical edges

• Low-pass filtering followed by high-pass filtering captures horizontal edges, and low-

pass filtering in both directions captures the lowest frequencies, at different scales

• Wavelet transformation can be used not only for generation of radiomic features but 

also for image segmentation or as a pre-processing step to texture analysis



Shape-based approach 

• Describe geometric properties of ROIs

• Features include compactness and sphericity

• These describe how the shape of an ROI differs from that of a 

circle (for 2D analyses) or a sphere (for 3D analyses), and density

• This relies on the construction of a minimum oriented bounding box 

(or rectangle for 2D analyses) enclosing the ROI





Application in 
clinical 
pulmonary 
medicine 

Lung nodule characterization 

Lung cancer detection 

Obstructive airway diseases 

Interstitial lung diseases 

Infection: tuberculosis 

Pulmonary vascular diseases 

Pleural diseases 





How does deep neural networks work? 

• Deep neural networks are developed in a way to 

resemble the human neuronal connections. 

• In human beings, neurons are interconnected, and 

these connections improve the analysis of inputs 

and refine the outcome in response to that input 

• Deep neural networks work in a similar way 

• There are input layers and output layers 

• In between these two layers there are numerous 

hidden layers neural interconnections 

• The dataset given as input is analyzed and 

according to the training provided and self-training, 

the dataset is analyzed through the meshwork of 

‘neurons’ to give a result 



Convolutional neural network 

• Different types of 

artificial neural networks 

are used for different 

purposes 

• Convolutional neural 

networks are especially 

useful for classifying and 

identifying specific 

features in a large 

dataset of images 







• Advantages of CNN

 

1.Good at detecting patterns and features in images, videos, and audio signals.

2.Robust to translation, rotation, and scaling invariance.

3.End-to-end training, no need for manual feature extraction.

4.Can handle large amounts of data and achieve high accuracy.



• Disadvantages of CNN: 

1.Computationally expensive to train and require a lot of memory.

2.Can be prone to overfitting if not enough data or proper regularization is used.

3.Requires large amounts of labeled data.

4.Interpretability is limited, it’s hard to understand what the network has learned.



Pulmonary nodules and lung cancer:

• Traditional clinico-radiological approaches use pre-existent risk factors and mostly size 

and progression of size of a pulmonary nodule to predict its malignant potential and 

prognostication 

• It requires repeat imaging at specific intervals 

• It is still an imperfect method 

• Radiomics not only detects and analyzes size and shape of nodules to predict the 

malignant potential, also additionally predicts histological types and prediction and 

evaluation of treatment responses 



In a 2017 study, CT images of 76 patients with lung 
nodules were collected and image segmentation was 
done (biopsy reports of the patients were known) 

760 radionomic signatures were identified and they 
were tested between the two groups (benign and 
malignant nodules) to see which of them were 
significantly different between the two groups 

Among those that were different (P<0.05), best 4 
features were selected and applied in the radionomic 
analysis of the same dataset (as comparators, all 760 
features and a randomly selected set of 4 features 
were also applied)  

Chen CH, Chih Han Chang, Chih Yen Tu, Liao WC, Wu BR, Kuei Ru Chou, et al. Radiomic features analysis in 
computed tomography images of lung nodule classification. PLOS ONE. 2018 Feb 5;13(2):e0192002–2.



• When the classifier produced results, the 

accuracy for the selected 4 radiomic features 

were 84%

• Sensitivity and specificity (biopsy being the gold 

standard) were 92.85% and 72.73% 

respectively 

• Accuracy for the randomly selected groups 

were about 55% 



• In 2022, a study was conducted to compare the 
accuracy, sensitivity and specificity of radiomics, CNN 
and experts’ manual analysis in separating benign and 
malignant nodules on HRCT thorax. 

• They retrospectively collected data of 720 patient 
(each with one nodule and surgical biopsy/trans-
thoracic biopsy/transbronchial biopsy-proven disease) 

• They randomly divided the patients’ data into two 
groups (7:3)- training set and testing set for CNN 
model 

• For radiomics model used 42 dedicated hand-crafted 
features and 104 widely used features and 3 random 
forest prediction models were made – RF with 
radiomics, EF with clinical features and RF with both

• 2 blinded radiologists were asked to classify the 
nodules on the basis of their observation (represents 
manual analysis of the images)  

Zhang R, Wei Y, Shi F, Ren J, Zhou Q, Li W, et al. The diagnostic and prognostic value of radiomics and deep learning technologies for patients with solid pulmonary nodules in chest CT 
images. BMC Cancer. 2022 Nov 1;22(1).



CNN with clinical 
features had the 
highest AUC for 

ROC

It also 
had 

minimal 
loss 

Best accuracy: CNN+clinical 



• Survival data from 295 patients were 

collected (all of whom underwent surgical 

resection for adenocarcinoma) and 

analyzed 

• LASSO analysis found 16 radiomics 

features that were associated with survival 

• These 16 radiomic signatures were used to 

calculate the Rad-score and patients were 

classified on the basis of a cut off of 0.183 

(based on X-tile) into high or low risk 

groups 

• The Kaplan-Meier survival analysis showed 

that DFS between the low-risk and high-risk 

groups were statistically different (P<0.011) 





• CNN model was 

also used for 

survival analysis 

• It was not able to 

predict survival 

as effectively as 

the radiomics 

model



• The study showed that radiomics features can be successfully applied to 

differentiate  patients with benign nodules from those with malignant nodules on the 

basis of HRCT thorax 

• Both radiomics and CNN, in addition to clinical features outperformed the 

radiologists (however, it was mentioned they were not as experienced as many 

other radiologists might be, and were also arbitrarily chosen) 

• Radiomics features may be helpful in predicting relapse free survival 

• CNN was not as effective as radiomics in predicting outcome of patients with lung 

nodules 



• A 2023 systematic review and metaanalysis 
selected 20 studies that evaluated radiomics 
and deep learning to differentiate malignant 
lung nodules from benign ones 

• All the studies were retrospective 

• The authors calculated the positive and 
negative likelihood ratio and diagnostic odds 
ratio for radiomics and deep learning 
techniques in terms of their ability to correctly 
classify a nodule 

• They also evaluated the studies with 
QUARADS 2 score and the radiomics used 
with RQS 2 

Zhu F, Yang C, Zou J, Ma W, Wei Y, Zhao Z. The classification of benign and malignant lung nodules based on CT radiomics: a systematic review, quality score assessment, and meta-analysis. Acta 
Radiologica. 2023 Oct 10;64(12):3074–84.





RQS (2) was considerably 
low in most of studies. 

Highest score was merely 17 
(47% of total score) 

• The studies included in this analysis 
were of sufficient quality to meet the 

requirements. 
• The absence of publication bias was 

demonstrated in Deeks’ funnel plot 
asymmetry test (P=0.96)





Distinction between benign and malignant pulmonary nodule 

Sensitivity- 81%     Specificity- 86%    DOR- 27.00     AUC-0.91

Diagnostic odds ratio- odds of finding malignancy in actual malignant nodules/
                                              odds of finding malignancy when malignancy is not present 



Larger tumor reduced 
specificity 

Inclusion of clinical factors 
reduced specificity 

Higher QRS reduced 
specificity 



• This study showed that pooled sensitivity and specificity as well as diagnostic odd ratio 

were considerably high with radiomics in differentiating benign and malignant lung 

nodules 

• Some of the studies included machine learning and deep learning as well 

• Both hand-picked radiomics signatures (trained by humans) and radiomic signature 

chosen by artificial intelligence were used in different studies 

• These gave rise to significant heterogeneity

• Question still remains whether it should be completely left to AI without any need for 

human verification   



Abadia AF, Yacoub B, Stringer N, Snoddy M, Kocher M, Schoepf UJ, et al. Diagnostic Accuracy and Performance of Artificial Intelligence in 
Detecting Lung Nodules in Patients With Complex Lung Disease: A Noninferiority Study. Journal of Thoracic Imaging [Internet]. 2022 May 1 
[cited 2022 Sep 23];37(3):154–61.

• A common concern regarding AI-detection 
of lung nodules is that whether AI would be 
able to correctly identify a nodule on the 
background of chronic lung disease 

• A 2022 study addressed this concern 

• The study was aimed to determine whether 
AI was non-inferior in identifying lung 
nodules on the background of 
ILD/COPD/pulmonary oedema/pulmonary 
embolism when compared to radiologists 

• They kept a study population of patients 
who had nodules reported on CT report and 
a control population with no reported nodule 
(to assess the False Positive rate in 
presence of background lung disease). 

AI-RADS 

Nodule candidate 
generation (NCG)

False Positive 
Reduction (FPR)

CNN

Probability score
(for being a nodule)  

Sample

Probability score 
(for not being a 

nodule)

Weighted 
sum

Nodule 

Not nodule 







Control population 

In comparison to the expert 
radiologist, the AI showed non-inferior 

efficacy in detecting nodule and 
classifying them correctly ( Nodule 

present vs nodule absent) 



• AI showed good correlation in measuring the nodules as compared with measurements made by the 
radiologist 

• Time taken was shorter in case of AI 
• On revisiting 20 random cases of this cohort, radiologists claimed interpreting with AI gave them 

more confidence regarding the diagnosis 
• They detected nodules with greater accuracy and in shorter time (when taking help of AI) 



• Prediction of lung cancer in patients with high-risk status has been an important 

prospective field of research in AI technologies 

•  Only thoracic imagine can not predict risk of lung cancer in healthy subjects 

• Multiple AI models have been used to predict the risk of lung cancer in such patients, 

but they take into account multiple factors such as age, smoking status, spirometry 

values and family history just like the traditional models of risk prediction which used 

regression analysis for development 



AI imaging in interstitial lung disease 

• Radiological diagnosis 

• Quantification on basis of CT imaging  

• Prognostication 

• Assessment of disease progression and 

response to treatment 



• In 2021 a study used CXRs and CT 

thorax from chronic fibrosing ILD 

patients and trained a DCNN AI to 

predict the presence of absence of 

fibrosing ILD on the basis of CXR alone

• The deep convolutional network-based 

AI showed an AUC of 0.91 for 

differentiating CF-ILD from normal 

CXRs successfully (all CF-ILD 

confirmed by MDD) and were generally 

better than the clinicians in doing so  

Nishikiori H, Kuronuma K, Hirota K, Yama N, Suzuki T, Onodera M, et al. Deep-learning algorithm to detect fibrosing interstitial lung disease on chest radiographs. The European 
Respiratory Journal [Internet]. 2023 Feb 1 [cited 2023 Sep 5];61(2):2102269.

CF-ILD 
Non-ILD 

abnormalities  
No 

abnormalities 



• In 2021 a study used CXRs and CT 

thorax from chronic fibrosing ILD 

patients and trained a DCNN AI to 

predict the presence of absence of 

fibrosing ILD on the basis of CXR alone

• The deep convolutional network-based 

AI showed an AUC of 0.91 for 

differentiating CF-ILD from normal 

CXRs successfully (all CF-ILD 

confirmed by MDD) and were generally 

better than the clinicians in doing so  

Nishikiori H, Kuronuma K, Hirota K, Yama N, Suzuki T, Onodera M, et al. Deep-learning algorithm to detect fibrosing interstitial lung disease on chest radiographs. The European 
Respiratory Journal [Internet]. 2023 Feb 1 [cited 2023 Sep 5];61(2):2102269.

CF-ILD 
Non-ILD 

abnormalities  
No 

abnormalities 



• In 2018, a case-cohort study compared the accuracy of classification of fibrotic 

interstitial lung diseases diagnosed by AI (deep learning) with that by 91 expert 

radiologists. 

• They trained the AI system with a dataset of 1157 HRCTs, finally comprising of 

420096 images (each a montage of four slices) classified according to the 2011 

ATS guidelines on diagnosis of pulmonary fibrosis 

• The AI was then asked to interpret HRCTs of a test set of 150 individuals (test set 

B).

• The accuracy of the algorithm on test set A was 73·3%, while that of the 

radiologists was 70.7%, and the algorithm completed the task in 2.3 seconds 

 

Walsh SLF, Calandriello L, Silva M, Sverzellati N. Deep learning for classifying fibrotic lung disease on high-resolution computed tomography: a case-cohort study. The Lancet Respiratory 

Medicine. 2018 Nov;6(11):837–45.



• Interobserver agreement between the algorithm and the radiologist's majority opinion 

was good (κw=0·69), outperforming 56 (62%) of 91 thoracic radiologists.

• The algorithm provided equally prognostic discrimination between usual interstitial 

pneumonia and non-usual interstitial pneumonia diagnoses (hazard ratio 2·88, 95% CI 

1·79–4·61, p<0·0001) compared with the majority opinion of the thoracic radiologists 

(2·74, 1·67–4·48, p<0·0001).

• The study showed that deep learning algorithms may be a reproducible and accurate, 

and at the same time time-saving aid or alternative to manual evaluation of CT scan for 

diagnosis of fibrotic interstitial lung diseases (IPF). 



• A 2022 study took patients from an 

Australian IPF-registry (a good number of 

registered patients were found to have 

non-IPF disease) and applied an AI 

algorithm to them (SOFIA-systemic 

objective fibrotic image analysis algorithm, 

based on CNN)

• They compared the diagnosis made by 

SOFIA and compared them with the 

diagnosis made by two expert radiologists 

• They also assessed whether the diagnosis 

made by the AI correlated with the disease 

outcome of the patients (followed up until 

they had transplant/death or disease 

progression at 12 months as detected by 

fall in FVC/DLCO
Walsh SLF, Calandriello L, Silva M, Sverzellati N. Deep learning for classifying fibrotic lung disease on high-resolution computed 
tomography: a case-cohort study. The Lancet Respiratory Medicine. 2018 Nov;6(11):837–45.



SOFIA classified the cases as having 
probability IPF : definite UIP- 0.985 

probable UIP- 0.011; indeterminate- 0.002; 
alternative diagnosis- 0.002

The 2 radiologists evaluated the HRCTs for 
probabilities of IPF diagnosis (2018 ATS 

guidelines)
 UIP- 75%; probable UIP- 25% indeterminate for 

UIP- 0%; and alternative diagnosis- 0%

SOFIA was trained during a study in 2019 by 420096 4-slice montages of IPF patients 

By use of PIOPED model classified them By use of PIOPED model classified them

• UIP not included in the differential, 0–4%; 
• Low probability of UIP, 5–29%; 
• Intermediate probability of UIP, 30–69%; 
• High probability of UIP, 70–94%;  

Pathognomonic for UIP, 95–100%

• UIP not included in the differential, 0–4%; 
• Low probability of UIP, 5–29%; 
• Intermediate probability of UIP, 30–69%; 
• High probability of UIP, 70–94%;  

Pathognomonic for UIP, 95–100%

Compared the results with the actual follow up data of the registry 



Only SOFIA-PIOPED probability of UIP was 
significantly related with transplant-free-survival in the 

patients;
The relation remained significant even after being 

adjusted for ILD extent, age and sex;



Radiologists’ indeterminate group

• SOFIA-PIOPED classifications were significantly related to disease 
progression at 12 months (FVC, DLCO) 

• SOFIA-PIOPED classification were more significantly related with survival than 
SLB results 

• It re-classified a number of patients radiologists had put in indeterminate class 
(21 of 83)

Increasing SOFIA-PIOPED probability 
category was associated with a 2.37-fold 

increased likelihood of progressive 
disease at 12 months



• This study is pivotal in 

showing that certain AI 

algorithms can aid in not only 

accurately diagnose but also 

predict mortality in ILDs 

• Prevents misclassification and 

delays in treatment 

(antifibrotic) 

However, 
• The study had very few patients undergoing 

biopsy

• Radiologists’ personal opinions rather than
 consensus of a number of radiologists were used

  
• The agreement between radiologists and SOFIA 

was fair at  best (weighted kappa-0.35)



• Others have attempted to 
differentiate IPF from non-IPF on the 
basis of wedges of CT images 
evaluated by AI algorithm, but only 
found that a higher disease severity 
is needed to improve diagnostic 
accuracy 

• In line with the previous studies, it 
has been seen that even with robust 
training-dataset, diagnostic accuracy 
of AI remains around 65% unless 
clinical data are also involved in the 
classification process when the 
accuracy goes up to >80% 

• Shaish H, Ahmed FS, Lederer DJ, D’Souza B, Armenta PM, Salvatore MM, et al. Deep Learning of Computed Tomography Virtual Wedge Resection for Prediction of Histologic 
Usual Interstitial Pneumonitis. Annals of the American Thoracic Society. 2021 Jan 1;18(1):51–9.

• Furukawa T, Oyama S, Yokota H, Yasuhiro Kondoh, Kataoka K, Takeshi Johkoh, et al. A comprehensible machine learning tool to differentially diagnose idiopathic pulmonary 
fibrosis from other chronic interstitial lung diseases. Respirology. 2022 Jun 13;27(9):739–46.

Sensitivity 74%    Specificity 58%
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• A 2022 study evaluated an AI-based 

quantitative CT-assessment tool called 

AIQCT (Kiyoto U+ Fujifilm) for its 

correlation with visual diagnosis by 

radiologist and pulmonologists, with lung 

function tests and with prognosis 

• AIQCT automatically gives data 

regarding multiple parameters in the CT 

categorized under lung extraction, airway 

extraction, pulmonary vessel extraction, 

and lung parenchyma segmentation: 10 

patterns were automatically generated 

based on various values of these 4 

segments 

Handa T, Kiminobu Tanizawa, Tsuyoshi Oguma, Ryuji Uozumi, Watanabe K, Tanabe N, et al. Novel Artificial Intelligence-based Technology for Chest Computed Tomography Analysis of 
Idiopathic Pulmonary Fibrosis. Annals of the American Thoracic Society. 2022 Mar 1;19(3):399–406.



• It was found that for most of the 
features there was moderate to strong 
correlation with visual observation 

• The radiological features of ILD as 
determined by AIQCT correlated well 
with the spirometric findings 

• Especially the bronchial volume and 
the label “normal lung volume”, when 
combined with GAP staging, showed a 
significant correlation with mortality 

• It may reflect the previously 
established correlation between 
traction bronchiectasis and poor 
prognosis in fibrotic ILDs

• Use of antifibrotic drugs, reticulations 
and bronchial volume were 
independently associated with disease 
progression/survival 



• But it must be kept in mind 

that AI was not always correct 

in classification, even in 

training set 

• It was not refined enough to 

differentiate between small 

features in CT scan 



Detection of tuberculosis: 

• Detection of tuberculosis on basis of chest X ray (screening) 

• Patterns of tubercular involvement in radiographs/CT

• Assessment of severity of tuberculosis on radiological basis 



• A 2023 systematic review examined 

different studies evaluating artificial 

intelligence in detecting TB on radiological 

images 

• It found varying degree of sensitivity and 

specificity in different studies depending 

upon the AI technology used, imaging 

technology used (CXR vs CT) and the 

comparator used (human observation/AFB 

smear/GeneXpert/AFB culture) 

• The sensitivity and specificity varied 

between 0.58-0.99 and 0.57-0.99 

respectively 

Zhan Y, Wang Y, Zhang W, Ying B, Wang C. Diagnostic Accuracy of the Artificial Intelligence Methods in Medical Imaging for Pulmonary Tuberculosis: A Systematic Review and Meta-
Analysis. Journal of Clinical Medicine. 2022 Dec 30;12(1):303.

Risk of bias was high (and uncertain) in large 
number of studies 

Pooled 
sensitivity- 

94% 

Pooled 
specificity - 

95% 

High degree of 
heterogeneity 

Imaging 
modality 

CXR

Imaging 
modality 

CXR



• CXR as imaging 
modality

• GeneXpert as 
gold standard 

• Sensitivity was higher when CT scan was used as imaging modality
• Specificity was better when it was compared with human reader, sputum smear which 

have poor sensitivity
• Specificity was poorer when highly sensitive tests such as GeneXpert was used as golden 

standard
• Accuracy differed according to the AI models used: deep learning and machine learning 

had better sensitivity but poor specificity  



• In 2021, a retrospective cohort study 

evaluated a fully automated CNN-based 

system to identify patients with imaging 

features suggestive of TB as well as 

their severity of involvement 

Yan C, Wang L, Lin J, Xu J, Zhang T, Qi J, et al. A fully automatic artificial intelligence–based CT image analysis system for accurate detection, 
diagnosis, and quantitative severity evaluation of pulmonary tuberculosis. European Radiology. 2021 Nov 29;32(4):2188–99.



• They assessed how well the AI-detected TB cases 

and severity correlated with two independent 

radiologists 

• The AI differentiated normal from abnormal CT, 

detected the sites of involvement, predicted the 

activity of the disease and commented on disease 

severity 

Dataset Detected 
candidate 
regions 

True 
+ve

False +ve PPV

Test 2 563 518 45 92%

Test 3 502 440 62 87.6%

Test 4 931 869 62 93.3%

Ground truth: consensus by two radiologists 



Lung TB score: Ratio of lesion volumetric summation to that of the corresponding lung lobes
Severe -LTS >2 in any lobe; Non-severe-LTS <2

• The study showed that AI could detect 
and classify suspected TB lesions with 
considerable accuracy (0.86-0.92); 

• AI could make prediction about the 
activity status of the disease; 

• Can comment on disease severity with 
reasonable accuracy;



Pulmonary vascular diseases: 

• Pulmonary hypertension 

• Pulmonary embolism 



• Problem with early diagnosis of pulmonary hypertension through imaging modality is 

that the affected pulmonary arterioles are not visible properly with the best resolution 

of images 

• Artificial intelligence is largely based on the power of the imaging modality to clearly 

delineate the region of interest 

• Imaging solely is not currently developed enough to utilize AI in diagnosing and 

predicting pulmonary hypertension in patients 

• But as RHC is an invasive procedure and any advance in diagnosing PH with imaging 

should be explored 



• In 2016 a study used MRI of the 

MPA and heart along with 

computational models that take 

into account windkessel effect and 

applies them through random 

forest decision tree to diagnose 

pulmonary hypertension 

• They evaluated the diagnostic 

accuracy of different combinations 

of imaging and computational data 

with the RHC being the gold 

standard 

Lungu A, Swift AJ, Capener D, Kiely DG, Hose R, Wild JM. Diagnosis of Pulmonary Hypertension from Magnetic Resonance Imaging–Based Computational Models and Decision Tree Analysis. 
Pulmonary circulation. 2016 Jun 1;6(2):181–90.



Two computational models were 
included- 

1D model: used Wb/Wtot (backward 
wave to total wave proportion) 

0D model: included distal 
resistance, characteristic resistance 

and total pulmonary compliance 

MRI data had good specificity but poor sensitivity alone 



It showed that the 0D+1D+PA+CMR 
together had the best overall accuracy  



Only 6 out of the 72 patients were misclassified by the model 
All the patients who were false negative or false positive had mPAP very close to 25 mmHg 
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Pulmonary embolism



High risk of PTE 

Meet two or more of the following criteria: 
Recent heart failure (within 30 days of the start of the 

encounter)
• History of inflammatory bowel disease 
• History of thrombophilia 
• Lower limb paralysis 
• Active cancer 
• History of venous thromboembolism
• Admission to the intensive care unit (ICU) 
• Age greater than 65 years 

• A retrospective study aimed at 
external validation of a machine-
learning algorithm (XGBoost) for 
prediction of pulmonary embolism in 
hospitalized patient with high risk of 
PTE 

• The algorithm was trained with a 
dataset including 330,000 patients

• From 12 institutions  

• It was then applied to over 1.7 
million patients admitted in 32 
different hospitals to predict the 
occurrence of pulmonary embolism 
in them 

• Gold standard was hospital data 
documenting PTE with specific ICD-
10 code and acquiring thrombolytics 
and anticoagulants for its treatment 

Shen J, Casie Chetty S, Shokouhi S, Maharjan J, Chuba Y, Calvert J, et al. Massive external validation of a machine learning algorithm to predict pulmonary embolism in hospitalized 
patients. Thrombosis Research. 2022 Aug;216:14–21.



• The machine learning algorithm 

was found to have moderately 

good sensitivity in predicting 

PTE in hospitalized patient 

• It still did miss out on some of 

the PTE cases

• This can be attributable to the 

lower PTE rates in the training 

cohort (3.3%) than in the test 

cohort (3.7%) 

• AUROC varied between 0.79 and 0.93 
(across the hospitals) 

• Prior VTE and mean blood pressures 
contributed most to the AI’s decision in 
predicting PTE



Obstructive airway disease:

• Diagnosis of obstructive airway diseases are mostly straight-forward and involves 

inexpensive and accurate investigations which are easily accessible 

• Use of expensive imaging in addition to artificial intelligence is not always necessary 

• There are few instances where it may be helpful

• Early diagnosis of COPD (before it is identified my spirometry) 

• Phenotypical classification of asthma 





• Multiple observational studies have used machine 

learning, deep learning (most commonly CNN) to 

diagnose COPD from CT scan of thorax 

• Most of the studies have found that there is a good 

accuracy with which the AI diagnose COPD from the 

CT imaging 

Wu Q, Guo H, Li R, Han J. Deep learning and machine learning in CT-based COPD diagnosis: Systematic review and meta-analysis. International Journal of Medical Informatics 
[Internet]. 2025 Jan 30;196:105812.

Pooled sensitivity- 86 % (95 %CI, 78–91 %). 
Specificity - 87 % (95 %CI, 83–91 %). 
PLR - 6.75 (95 %CI, 4.67–9.74). 
NLR - 0.16 (95 %CI, 0.10–0.26). 
DOR - 41.05 (95 %CI, 19.10–88.25). 
AUC-  93 % (95 %CI, 90–95 %).



• Studies have used emphysema 
as a measure of COPD severity 

• Radiomics features that have 
been associated with 
emphysema have been identified 
and utilized by machine learning 
to diagnose and stage COPD 

• Character of airways as seen on 
CT has been also included for 
training machine and its output 
utilized in diagnosing and 
classifying COPD 

• However, they don’t specifically 
mention diagnosing early COPD 
(before overt imaging features 
appear) and impact on treatment 
and outcome 



• In 2023, a new approach for imaging in COPD 

was proposed 

• 3D reconstruction of airway and parenchyma 

obtained from CT images were evaluated by 

deep CNN to comment on whether the patient 

had COPD or not 

• The assumption was that subtle narrowing of 

airways, irregularities on surfaces of the lungs 

would differentiate patients afflicted with 

COPD from the healthy controls 

• The method showed a good accuracy and 

was superior to the other artificial networks 

used for this purpose 

Wu Y, Du R, Feng J, Qi S, Pang H, Xia S, et al. Deep CNN for COPD identification by Multi-View snapshot integration of 3D airway tree and lung field. Biomedical Signal Processing and 

Control. 2023 Jan 1;79:104162–2.



The views evaluated did not affect the outcome 
significantly; 

In terms of accuracy, this method was superior 
from all the AI techniques previously used



Asthma and pleural effusion: scarce data 

• Although artificial intelligence has been evaluated in diagnosing asthma and monitoring 

its response to treatment, there has been scarce or no data regarding using AI to 

radiology for this purpose 

• Similarly, use of AI in imaging has been very limited in case of pleural effusion. 

• Studies that considered pleural abnormalities have only done so in the context of 

malignant infiltration of the pleura as part of evaluation for extent/staging of 

bronchogenic carcinoma 



Concerns regarding AI: 

• Can not be relied upon without final verification by human 

• Known to misclassify images that has been slightly altered (even by few pixels) 

• Known to be biased in testing if the training dataset has bias 

• Problem of generalizability: may not work on imaging from older machines already 

installed in some centers 

• ‘BLACK-BOX’ – we do not often know how the neural network is interpreting data and 

making predictions→ difficult to make changes without retraining 



Future possibilities: 

• Thermal imaging scan to assess asthma response to medication 

• Detection of airway abnormalities from 3D reconstructed images of CT thorax 

(emphysema, bronchiectasis, congenital airway malformations) 

• Better prediction models for suspecting PTE in patients clinico-radiologically 

• Delineation of haemodynamics in pulmonary hypertension non-invasively 



AI in medical imaging in India: where are we now? 

• Role of artificial intelligence in medical field is blooming in India 

• The market for AI-powered machines (largely robotics) is rapidly growing 

• However, AI-imaging for lung cancer, ILD and TB detection is not widely applied 

• The cost and time required for integrating AI systems with existing PACS and RIS are 

considerably higher than training radio-technologists in identifying gross abnormalities 

and suspicious lesions on radiology 

• Large studies in AI-imaging are also lacking to build confidence and interest regarding 

its application in diagnostics and even imaging 



Conclusion: 

• Artificial intelligence in thoracic imaging have made great strides in areas such as early 

detection of malignant nodules, predicting malignant potential of nodules and survival of 

patients 

• It has shown great potential in classifying and predicting survival in interstitial lung 

diseases 

• In diagnosing pulmonary hypertension and pulmonary embolism it has shown promise, but 

more studies are required 

• In diagnosing and classifying COPD according to severity, it has established its efficacy 

but whether the increased cost is justified requires farther evaluation 

• In asthma and pleural diseases, more studies are required to find its place 



• Although AI has been found to be reasonably accurate in diagnosing certain diseases, 

it requires a large dataset for accuracy, to avoid overfitting and to minimize false 

negatives 

• The benefit of AI imaging lies in the rapidity with which it can diagnose a large number 

of patients 

• Almost all the studies show that the outputs of AI systems had to be validated by 

human radiologists and while doing it a considerable number of false positive and false 

negatives have been identified 

• Artificial intelligence should be considered as an aid to the diagnosticians rather than 

an alternative or a replacement 



• Artificial intelligence is a rapidly expanding modality in field of medicine 

• There has been a considerable gap between this technology and the clinicians who are 

supposed to use it 

• Composite approaches by clinician and AI may not only increase the diagnostic 

accuracy of both as well as dramatically reduce time to diagnosis 

• Clinicians should be more accepting of it and more research in this field should be 

aimed at validating different AI methods as well as cost-benefit analysis 



Thank you
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